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1
DATA STORAGE DEVICE AND METHOD
FOR FLASH BLOCK MANAGEMENT

BACKGROUND OF THE INVENTION

1. Field of the Invention

The invention relates to flash memories, and more particu-
larly to management of blocks of flash memories.

2. Description of the Related Art

A flash memory is a non-volatile computer storage chip
that can be electrically erased and reprogrammed. A flash
memory is primarily used in memory cards, USB flash drives,
solid-state drives, and similar products, for general storage
and transfer of data. Example devices for applications of a
flash memory include personal computers, PDAs, digital
audio players, digital cameras, mobile phones, video games,
and so on. In addition to being non-volatile, flash memory
offers fast read access times, as fast as dynamic RAM,
although not as fast as static RAM or ROM. A flash memory
now costs far less than byte-programmable EEPROM and has
become the dominant memory type for when a significant
amount of non-volatile, solid state storage is needed. Thus, a
method for appropriately managing a flash memory is
required to improve the performance of the flash memory.

BRIEF SUMMARY OF THE INVENTION

The invention provides a data storage device. In one
embodiment, the data storage device comprises a flash
memory and a controller. The flash memory comprises a
spare block pool and a data block pool, wherein the spare
block pool comprises a plurality of spare blocks, and the data
block pool comprises a plurality of data blocks. The control-
ler determines a minimum erase count from the erase counts
of'the spare blocks and the data blocks, adds a first difference
to the minimum erase count to obtain a jail threshold, com-
pares the erase counts of the spare blocks with the jail thresh-
old to obtain a plurality of jail blocks with the erase counts
greater than the jail threshold, confines the jail blocks to a jail
pool. And controller will avoid using any jail block as a
current data block to be written with data unless the jail block
is released in the future.

The invention provides a method for flash block manage-
ment. In one embodiment, a data storage device comprises a
flash memory and a controller, the flash memory comprises a
spare block pool and a data block pool, the spare block pool
comprises a plurality of spare blocks, and the data block pool
comprises a plurality of data blocks. First, a minimum erase
count is determined by the controller from the erase counts of
the spare blocks and the data blocks. A first difference is then
added to the minimum erase count by the controller to obtain
a jail threshold. The erase counts of the spare blocks are then
compared with the jail threshold by the controller to obtain a
plurality of jail blocks with the erase counts greater than the
jail threshold. The jail blocks are then confined to a jail pool.
And controller will avoid using any jail block as a current data
block to write data unless the jail block is released in the
future.

A detailed description is given in the following embodi-
ments with reference to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention can be more fully understood by reading the
subsequent detailed description and examples with refer-
ences made to the accompanying drawings, wherein:
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FIG. 1is ablock diagram of a data storage device according
to the invention;

FIG. 2 is a flowchart of a method for managing blocks of'a
flash memory according to the invention;

FIG. 3 is a schematic diagram of a current data block of a
flash memory according to the invention;

FIG. 4 is a flowchart of a method for getting spare blocks
from a data block pool according to the invention;

FIG. 5 is a schematic diagram of calculation of a jail
threshold value and a hot threshold value according to the
invention;

FIG. 6 is a schematic diagram of a data merge process
according to the invention;

FIG. 7 is a schematic diagram of a wear-leveling process
according to the invention;

FIG. 8 is a block diagram of a data storage device capable
of switching memory areas according to the invention;

FIG. 9 is a flowchart of a method for managing blocks of'a
plurality of flash memory areas according to the invention.

DETAILED DESCRIPTION OF THE INVENTION

The following description is of the best-contemplated
mode of carrying out the invention. This description is made
for the purpose of illustrating the general principles of the
invention and should not be taken in a limiting sense. The
scope of the invention is best determined by reference to the
appended claims.

Referring to FIG. 1, a block diagram of a data storage
device 100 according to the invention is shown. In one
embodiment, the data storage device 100 comprises a con-
troller 102 and a flash memory 104. The flash memory 104
comprises a plurality of blocks for data storage. In one
embodiment, the flash memory 104 comprises a spare block
pool 110 and a data block pool 130. The spare block pool 110
comprises a plurality of spare blocks 111~11# storing invalid
data. The data block pool 130 comprises a plurality of blocks
131~13m storing data. In one embodiment, the data storage
device 100 is coupled to a host. The controller must manage
the blocks of the flash memory 104 according to commands
sent by the host. The flash memory 104 specifies a block
according to a physical address, and the host specifies a block
according to a logical address. The controller 102 therefore
must convert logical addresses sent by the host to physical
addresses. In one embodiment, the controller 102 records a
corresponding relationship between logical addresses and
physical addresses of the blocks in an address link table.

Each of the data blocks 131~13m comprises a plurality of
pages. When data is stored in a page of a data block, the page
is referred to as a data page. When a data page has a corre-
sponding logical address, the data page is referred to as a valid
page. In one embodiment, the controller 102 respectively
counts a total number of valid pages of each of the data blocks
131~13m to obtain a valid page number, and records the valid
page numbers of the data blocks 131~13m in a valid count
table. In addition, a frequency at which a block is erased is
referred to as an erase count of the block. In one embodiment,
the controller 102 also records the erase counts of all of the
blocks of the flash memory 104 in an erase count table.

Referring to FIG. 2, a flowchart of a method 200 for man-
aging blocks of the flash memory 104 according to the inven-
tion is shown. When the host sends a target data to be written
to the data storage device 100, the controller receives the
target data (step 202), and writes the target data to a current
data block (step 204). Referring to FIG. 3, a schematic dia-
gram of a current data block 300 of the flash memory 104
according to the invention is shown. The current data block
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300 comprises a plurality of pages. The pages of the current
data block 300 may be used to store data pages corresponding
to different logical addresses. For example, data 311 stored in
page 301 may correspond to a logical address L1, data 312
stored in page 302 may correspond to a logical address .2,
and data 313 stored in page 303 may correspond to a logical
address L3.

After the target data is written to the current data block, the
controller 102 then determines whether the current data block
is full of data (step 206). In one embodiment, when controller
102 current programming page is the final page of the current
data block, the controller 102 determines that the current data
block is full. The controller 102 then updates a plurality of
tables according to the information of the current data block
(step 208). In one embodiment, the updated tables comprise
an address link table and a valid page count table. Because the
data stored in the pages of the current data block respectively
corresponds to different logical addresses, the controller 102
must write the mapping relationship between the physical
addresses of the pages of the current data block and the logical
addresses of the data stored therein to the address link table.
In addition, a page would be marked as an invalid page if host
cancel or new that page. The controller 102 must calculate a
total number of valid pages in a block to determine a valid
page count of that block, and then writes the valid page count
to the valid page count table. After more data canceling and/or
renewing, some data blocks in the data block pool 130 store
no valid page and their valid page counts will be set to zero.
Then, these blocks which valid page count are zero will be set
as spare blocks and transferred from a data block pool 130 to
the spare block pool 110 (step 210). The step 210 will be
further illustrated in detail with FIG. 4. The controller 102
then obtains a spare block from the spare block pool 110 and
then assigns the spare block to be a current data block for
receiving new data sent by the host (step 212).

Referring to FIG. 5, a schematic diagram of calculation of
a jail threshold value and a hot threshold value according to
the invention is shown. All blocks of the flash memory 104
has an erase count. And the erase count of a block would be
add one when controller set the block as a spare block and put
the block to spare block pool. A minimum erase count of the
blocks of the flash memory 104 will increase with time and
the block with the minimum erase count would change in
some situation. Therefore, the controller 102 will frequently
determine the minimum erase count according to changing of
the erase counts of all blocks of the flash memory 104. After
the minimum erase count is determined, the controller 102
then adds a first difference WL_TH]1 to the minimum erase
count to obtain a hot threshold value, and adds a second
difference WL_TH2 to the minimum erase count to obtain a
jail threshold value, as shown in FIG. 5. In one embodiment,
the first difference WL_TH1 is less than the second difference
WL_TH2. Here the second difference WI._TH2 is greater
than the first difference WL_TH1, and the jail threshold value
is therefore greater then the hot threshold value. When an
erase count of a block is greater than the hot threshold value,
the controller 102 determines the block to be a hot block.
When an erase count of a block is greater than the jail thresh-
old value, the controller 102 determines the block to be a jail
block, and puts the jail block into the jail pool 120 shown in
FIG. 1. For example, the blocks 502, 503, and 504 shown in
FIG. 5 have erase counts greater than the jail threshold value
and are therefore put into the jail pool 120. Although the jail
blocks 121~12k are spare blocks, when the controller 102
retrieves a new spare block for storing data from the spare
block pool 110, the controller 102 does not retrieve the jail
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blocks. The erase count of the jail block is therefore prevented
from being further increased unless the jail block is released
in the future.

Referring to FIG. 4, a flowchart of a method 400 for getting
spare blocks from the data block pool 130 according to the
invention is shown. The method 400 comprises the detailed
steps for performing the step 210 of the method 200 shown in
FIG. 2. First, the controller 102 determines a minimum erase
count from the erase counts of the blocks of the flash memory
104, and calculates a jail threshold value according to the
minimum erase count. After updating the jail threshold value,
some erase counts of the jail blocks 121~12% in the jail pool
120 may be less than the updated jail threshold value. The
controller 102 therefore compares the erase counts of the jail
blocks 121~12% of the jail pool 120 with the jail threshold
value, and releases the jail block from the jail pool 120 to the
spare block pool 110 if its erase count less than the jail
threshold value (step 402).

Some of the data blocks 131~13m of the data block pool
130 may comprise no valid data and have a valid page count
equal to zero. The controller 102 therefore searches the data
block pool 130 for any target block with valid page counts
equal to zero (step 404), then puts the target blocks to the
spare block pool 110 and adds 1 to the erase counts of the
target blocks (step 406). The controller 102 then determines
whether there is any erase count of the target block greater
than the jail threshold value (step 408). If yes, the controller
puts the target block which has a greater erase count than the
jail threshold value to the jail pool 120 (step 412). If not, the
controller 102 then determines whether there is any erase
count of the target block greater than the hot threshold value
(step 410). If yes, the controller 102 determines the target
block to be a hot block, and then adds the number of the target
blocks to the hot block count (step 414).

Refer back to FIG. 2. After the target data is written to the
current data block (step 204), the controller 102 then deter-
mines whether the current data block is full of data (step 206).
If the current data block is not full, the controller 102 deter-
mines whether the current programming page is a first page of
the current data block (step 214). If yes, for example, the
controller is currently programming the page 301 shown in
FIG. 3, the first page of the current data block 300, the con-
troller 102 then determines whether a spare block count is less
than a spare block count threshold value (step 216). The spare
block count indicates a total number of the spare blocks in the
spare block pool 110. In one embodiment, the spare block
count threshold value is 15. And if a spare block is obtained
from the spare block pool 110 and then is erased as a new
current data block, the total number of the spare blocks in the
spare block pool decreases one. When the spare block count
is less than the spare block count threshold value (step 216),
the controller 102 sets data move information for a data merge
process to initiate the data merge process to increase the spare
block count (step 218).

In one embodiment, the data move information for initiat-
ing a data merge process comprises physical addresses of a
plurality of source data blocks with data to be merged and a
physical address of a destination spare block to which the
merged data is written. The controller 102 selects data blocks
with minimum valid page counts from the data block pool 130
as the source data blocks, and obtains a spare block as the
destination spare block. Referring to FIG. 6, a schematic
diagram of a data merge process according to the invention is
shown. When the data merge process begins, four source data
blocks 601, 602, 603, and 604 with minimum valid page
counts are selected from the data block pool 130 and a desti-
nation spare block 610 is selected from the spare pool. The
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controller 102 then erases the destination spare block 610 and
merges the valid data D1, D2, D3, and D4 of the source data
blocks 601, 602, 603, and 604 in RAM (not shown) to obtain
merged data (D1+D2+D3+D4). Then controller 102 writes
the merged data (D1+D2+D3+D4) to the destination spare
block 610. Finally, the controller 102 puts the source data
blocks 601, 602, 603, and 604 to the spare block pool 110, and
puts the destination spare block 610 written with the merged
data (D1+4D2+D3+D4) to the data block pool 130. Therefore,
the total number of the spare blocks in the spare block pool
will increase to three after the data merge process is per-
formed.

Refer back to FIG. 2. When the current programming page
is the first page of the current data block (step 214), and the
spare block count is greater, not less, than the spare block
count threshold value (step 216), the controller 102 then
determines whether a hot block count is greater than zero
(step 220). The hot block count indicates a total number of the
hotblocks with erase counts are greater than the hot threshold
value in the spare block pool 110. Because the hot blocks have
a high erase count, if the spare block pool 110 comprises a
greater number of hot blocks, the controller 102 should
retrieve a hot block from the spare block pool 110 and proceed
with the wear-leveling process with a data block which has
the least erase count in the data pool. Thus, when the spare
block count is great than the threshold and the hot block count
is greater than zero (step 220), the controller 102 sets data
move information for a wear-leveling process to initiate the
wear-leveling process to decrease the hot block count (step
222).

In one embodiment, the data move information for initiat-
ing a wear-leveling process comprises the physical address of
at least one source data block with data to be copied and the
physical address of at least one destination spare block to
which the copied data is written. When there is a plurality of
hot blocks in the spare block pool 110, the controller 102
determines the hot blocks to be the destination spare blocks.
Because the data blocks with low erase counts store data with
low updating probability, the controller 102 selects data
blocks with minimum erase counts from the data block pool
130 as the source data blocks. Referring to FIG. 7, a schematic
diagram of a wear-leveling process according to the invention
is shown. When the wear-leveling process begins, a source
data block 701 with a minimum erase count is selected from
the data block pool 130 and a destination spare block 711 is
selected from the spare block pool 110. The controller 102
then erases the destination spare block 711 and writes the
copied data D5 to the destination spare block 711'. Then the
source data block 701" with a low erase count is put into the
spare block pool 110, and the destination spare block 711"
with a high erase count is put from the spare block pool 110 to
the data block pool 130. The total number of the hot blocks in
the spare block pool 110 therefore will decrease one after the
wear-leveling process is performed.

Refer back to FIG. 2. When a current programming page to
which the target data is written is not a first page of the current
data block (step 214), the controller 102 determines whether
the data move information is set (step 224). If the data move
information for a data merge process or a wear-leveling pro-
cess 1s set, the controller 102 performs a portion of the data
merge process or the wear-leveling process according to the
data move information within a limited time period (step
226). The limited time period is determined by a standard for
data transmission requirement between the host and the data
storage device 104. For example, after the host sends a write
command and the target data to the controller 102, the host
must receive a response information about execution comple-
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tion of the write command within a limited time period of 100
ms~300ms, and the controller 102 can only perform a portion
of'the data merge process or the wear-leveling process during
the limited time period.

Due to the limited time period, the controller 102 slices the
data move operation of the data merge process or the wear-
leveling process into a plurality of partial data move opera-
tions. After a new target data is written to a current program-
ming page of the current data block (step 204), if the current
programming page is not a first page of the current data block
(step 214), one of the partial data move operations of the data
merge process or the wear-leveling process is performed dur-
ing the limited time period. For example, as shown in FIG. 6,
when the data move information of a data merge process is set
(step 224), the controller 102 selects a plurality oftarget pages
with valid data from the source data blocks 601, 602, 603, and
604, and copies the valid data from the target pages to the
destination spare block 610 within the limited time period.
For example, as shown in FIG. 7, when the data move infor-
mation of a wear-leveling process is set (step 224), the con-
troller 102 selects a plurality of target pages from the source
data block 701, and copies data from the target pages to the
destination spare block 711 within the limited time period.
After a few write commands are executed, the data move
operation of the data merge process or the wear-leveling
process is also completed.

Referring to FIG. 8, a block diagram of a data storage
device 800 capable of switching memory areas according to
the invention is shown. The data storage device 800 com-
prises a controller 802 and a plurality of flash memory areas
810, 820, and 830. In one embodiment, the flash memory
areas 810, 820, and 830 are respective flash memory chips.
For example, the flash memory area 810 is an SLC flash
memory, the flash memory area 820 is an ML.C flash memory,
and the flash memory area 830 is a TLC flash memory. In
another embodiment, the flash memory areas are memory
partitions of a single flash memory chip. Each of the flash
memory areas 810, 820, and 830 comprises a spare block pool
and a data block pool. The controller 802 independently man-
ages the blocks of each of the flash memory areas 810, 812,
and 814. For example, the controller 802 performs a data
merge process or a wear-leveling process between the spare
block pool and the data block pool of a single flash memory
area. When block management is performed, the controller
802 does not exchange data between the blocks of a flash
memory area and another flash memory area.

Referring to FIG. 9, a flowchart of a method 900 for man-
aging blocks of the flash memory areas 810, 820, and 830
according to the invention is shown. First, the controller 802
receives target data from a host (step 902). The controller 802
then determines a target memory area to which the target data
is written from a plurality of flash memory areas 810, 820, and
830 (step 904). The controller 802 then sets a physical address
range parameter according to the target memory area (step
906). In one embodiment, the physical address range param-
eter comprises a start address parameter and an end address
parameter, and the controller 802 sets the start address param-
eter to be a start address of the target memory area, and sets
the end address parameter to be an end address of the target
memory area. The controller 802 then sets a spare block pool
parameter according to the target memory area (step 908). In
one embodiment, the controller 802 records the physical
addresses of the spare blocks of the spare block pool of the
target memory area to the spare block pool parameter. The
controller 802 then writes the target data to a current data
block of the target memory area (step 910).
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The controller 802 then performs a data merge process or a
wear-leveling process on the blocks of the target memory area
according to the steps 206~226 of the method 200 shown in
FIG. 2. In other words, the controller 802 performs the data
merge process on the blocks of the data block pool of the
target memory area (step 912), or performs the wear-leveling
process between the spare blocks of the spare block pool of
the target memory area and the data blocks of the data block
pool of the target memory area (step 914). Setting of the data
move information of the data merge process of step 912 or the
wear-leveling process of step 914 is identical to those of the
steps 218 or 222, and performing of the data merge process of
step 912 or the wear-leveling process of step 914 is also
identical to that of the step 226. The controller 802 can there-
fore independently manage the blocks of the target memory
area without intervening block management of other flash
memory areas.

While the invention has been described by way of example
and in terms of preferred embodiment, it is to be understood
that the invention is not limited thereto. To the contrary, it is
intended to cover various modifications and similar arrange-
ments (as would be apparent to those skilled in the art).
Therefore, the scope of the appended claims should be
accorded the broadest interpretation so as to encompass all
such modifications and similar arrangements.

What is claimed is:

1. A data storage device, comprising:

a flash memory, comprising a spare block pool and a data
block pool, wherein the spare block pool comprises a
plurality of spare blocks, and the data block pool com-
prises a plurality of data blocks; and

a controller, determining a minimum erase count from the
erase counts of the spare blocks and the data blocks,
adding a second difference to the minimum erase count
to obtain a jail threshold, comparing the erase counts of
the spare blocks with the jail threshold to obtain a plu-
rality of jail blocks with the erase counts greater than the
jail threshold, confining the jail blocks to ajail pool, and
avoiding using the jail blocks as a current data block to
be written with data by not retrieving the jail blocks with
the erase counts greater than the jail threshold for storing
data;

wherein the controller adds a first difference to the mini-
mum erase count to obtain a hot threshold, compares the
erase counts of the spare blocks with the hot threshold to
obtain a plurality of hot blocks with the erase counts
greater than the hot threshold, counts a number of the hot
blocks to obtain a hot block number, and performs a
wear-leveling process between the data blocks of the
data block pool and the hot blocks when the hot block
count is greater than zero;

wherein the second difference is greater than the first dif-
ference.

2. The data storage device as claimed in claim 1, wherein
when the controller performs the wear-leveling process, the
controller selects a plurality of target data blocks with mini-
mum erase counts from the data blocks of the data block pool,
selects a plurality of target spare blocks with maximum erase
counts from the hot blocks of the spare block pool, moves data
stored in the target data blocks to the target spare blocks,
erases the data from the target data blocks, puts the target
spare blocks to the data block pool, and puts the target data
blocks to the spare block pool.

3. The data storage device as claimed in claim 1, wherein
the controller frequently updates the minimum erase count
and the jail threshold according to changing of the erase
counts of the spare blocks and the data blocks, and when the

10

15

20

25

30

35

40

45

50

55

60

65

8

jail threshold is changed, the controller releases the jail blocks
from the jail pool as the hot blocks.

4. The data storage device as claimed in claim 1, wherein
the controller searches the data blocks of the data block pool
for at least one target block with a valid page number equal to
zero, puts the target block to the spare block pool, and incre-
ments the erase count of the target block by one.

5. The data storage device as claimed in claim 4, wherein
after the erase count of the target block is incremented, if the
erase count of the target block is greater than the jail thresh-
old, the controller determines the target block to be the jail
block and puts the target block to the jail pool.

6. The data storage device as claimed in claim 4, wherein
after the erase count of the target block is incremented, if the
erase count of the target block is greater than a hot threshold,
the controller determines the target block to be a hot block and
increments a hot block number by one.

7. A method for flash block management, wherein a data
storage device comprises a flash memory and a controller, the
flash memory comprises a spare block pool and a data block
pool, the spare block pool comprises a plurality of spare
blocks, and the data block pool comprises a plurality of data
blocks, the method comprising:

determining a minimum erase count by the controller from

the erase counts of the spare blocks and the data blocks;
adding a second difference to the minimum erase count by
the controller to obtain a jail threshold;

comparing the erase counts of the spare blocks with the jail

threshold by the controller to obtain a plurality of jail
blocks with the erase counts greater than the jail thresh-
old;

confining the jail blocks to a jail pool in the spare block

pool; and

avoiding using the jail blocks as a current data block to be

written with data by the controller, wherein the control-
ler does not retrieve the jail blocks with the erase counts
greater than the jail threshold for storing data;

adding a first difference to the minimum erase count by the

controller to obtain a hot threshold;

comparing the erase counts of the spare blocks with the hot

threshold by the controller to obtain a plurality of hot
blocks with the erase counts greater than the hot thresh-
old;

counting a number of the hot blocks by the controller to

obtain a hot block number; and

performing a wear-leveling process between the data

blocks of the data block pool and the hot blocks by the
controller when the hot block count is greater than zero;
the second difference is greater than the first difference.

8. The method as claimed in claim 7, wherein performing
of the wear-leveling process comprises:

selecting a plurality of target data blocks with minimum

erase counts from the data blocks of the data block pool;
selecting a plurality of target spare blocks with maximum
erase counts from the hot blocks of the spare block pool;
moving data stored in the target data blocks to the target
spare blocks;

erasing the data from the target data blocks;

putting the target spare blocks to the data block pool; and

putting the target data blocks to the spare block pool.

9. The method as claimed in claim 7, wherein the method
further comprises:

frequently updating the minimum erase count and the jail

threshold by the controller according to changing of the

erase counts of the spare blocks and the data blocks; and
when the jail threshold is changed, releasing the jail blocks

from the jail pool as the hot blocks by the controller.
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10. The method as claimed in claim 7, wherein the method
further comprises:
searching the data blocks of the data block pool for at least
one target block with a valid page number equal to zero
by the controller;
putting the target block to the spare block pool by the
controller; and
incrementing the erase count of the target block by one.
11. The method as claimed in claim 10, wherein the method
further comprises:
after the erase count of the target block is incremented, if
the erase count of the target block is greater than the jail
threshold, determining the target block to be the jail
block and putting the target block to the jail pool by the
controller.
12. The method as claimed in claim 10, wherein the method
further comprises:
after the erase count of the target block is incremented, if
the erase count of the target block is greater than a hot
threshold, determining the target block to be a hot block
and incrementing a hot block number by one by the
controller.
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